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Рathology analyzer of human tissues – new tool for 
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Резюме. Разработеният „Анализатор на патологиите 
на човешките тъкани“ има за цел да се увеличат диаг-
ностичните възможности на стандартните методи за 
изследване на увреждания на органи и тъкани. Подобря-
ването на диагностичните способности е постигнато 
чрез въвеждане на нови критерии за количествено оце-
няване и формализиране на диагностичните характе-
ристики, като структура и тъкан на плътност. Ана-
лизаторът на патологията е модулна система, чиито 
модули са насочени към решаване на специфична задача 
за подобряване на изображението, оценка на новите 
критерии и получаване на допълнителна диагностична 
информация. Настоящата работа обсъжда разработе-
ните модули, по-специално системата за подкрепа на 
диференциалнодиагностичните решения, която поз-
волява да се решат следните задачи: а) изучаване на 
границите на патологията, например – автоматично 
определяне на границите на глиома на човешкия мозък 
(комбиниран метод за обработка на CT и MRI изобра-
жения); б) изследване на структурата на туморите и 
други патологични промени с нови подходи в анализа 
на медицинските изображения; в) анализ на магнитно-
резонансни изображения, използващи стойности, нор-
мализирани към скалата на Hounsfield. Разработени са 
математически модели за всяка подсистема. Оценката 
на резултатите от изследванията е извършена съв-
местно с медицински специалисти от различен профил: 
рентгенолози, пулмолози; неврохирурзи.
 
Ключови думи: АНАЛИЗАТОР НА ПАТОЛОГИЧНИ ПРОМЕНИ 
В ЧОВЕШКА ТЪКАН. ИНСТРУМЕНТ ЗА АНАЛИЗ НА 
ИЗОБРАЖЕНИЯ. КТ. МР

Abstract. The “Analyzer of human tissue pathologies“ is 
developed to increase the diagnostic capabilities of standard 
methods of investigation of organ and tissue damage. 
Improvement of diagnostic capabilities are achieved by 
introducing new criterions of quantitative valuation and 
formalization of diagnostic features, such as structure and 
tissue of density. The pathology analyzer is a modular system, 
each module of which is aimed at solving a specific task of 
image improvement, its evaluation according to new criteria 
and obtaining additional diagnostic information. The article 
discusses the developed modules, in particular, the differential 
diagnostic decision support system, which allows to solve 
the following tasks: a) assessment the borders of pathologic 
area. – for example - automatic determination of boundaries of 
human brain glioma (Combined method of processing CT and 
MRI images); b) studying the structure of tumors and other 
pathological changes by creating new approaches in medical 
images analysis; c) Analysis of MRI images using values  
normalized by the Hounsfield scale. Mathematical models for 
each subsystem are developed. Relevance assessment and 
approbation of the research results is performed with medical 
experts of different profile: radiologists, pulmonologists, 
neurosurgeons.

Key words: PATHOLOGY ANALYZER OF HUMAN TISSUE. IMAGE 
ANALYSIS TOOL. CT. MRI
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Introduction
 
The introduction of computed tomography and the 
magnetic resonance imaging come out on new di-
agnotic level. Despite the constant improvement of 
methods, the challenges of accuracy of visualiza-
tion, adequate interpretation and valuation remain 
relevant. So, for example, in 2016 research was con-
ducted on the challenge of a large false-positive factor 
in the cluster approach of fMRI analysis, and the re-
sults of about 40 000 fMRI analyzes were questioned. 
Consequently, both constant work on new research 
methods, as well as retrospective analysis, and the 
development of new approaches to the existing meth-
ods and methods for their evaluation are going on.

The data about the internal structure of subject 
are represented as a DICOM format image. This dig-
ital image in computer interpretation is a matrix, and 
the element located at the intersection of its row and 
column is called the pixel [17]. Disadvantages of the 
DICOM – image are occurrence of noise, averaging 
the values in pixels located on the boundary of two 
regions [8]. The above listed disadvantages lead to 
a difficulty in recognizing the pathology of the tissue 
on the images. All this leads to the fact that working 
with digital medical images is a complex and time-
consuming process.

Evaluation is carried out by visual analysis of im-
ages by a radiologist. To simplify the work of a doc-
tor, there is a range of commercially available or free 
software products. They consist of some amount of 
modules displaying and navigating images, working 
with multidimensional medical images. Some are in-
tended only for image visualization. Others, in addi-
tion to the basic functions, allow analysis and meas-
urements. Similar universal systems have some 
limitations. They are not able to take into account the 
specific features of organs, tissues and particular 
pathological cases for visualization, and as a conse-
quence for image analysis.

The purpose for developing „Analyzer of human 
tissue pathologies“ is to enhance the diagnostic 
capabilities of standard methods of examination of 
organ and tissue damage, by:
•• improving the analysis of the structure of the 

tumor and other pathological areas on different 
digital medical images;

•• improving the analysis of tumors and 
pathological areas borders on different digital 
medical images;

•• quantifying pathological changes in different 
digital medical images;

•• identifying the quantitative dependence 
between CT and MRI imaging when jointly 
used.

New criteria of quantitative evaluation and formaliza-
tion of diagnostic features, such tissue structure and 
density are introduced.

The pathology analyzer is a modular system, each 
module of which is aimed to respond to a specific task 
of image improvement, according to new criteria and 
obtaining additional diagnostic information.

Decision supporting system (DSS) in 
determinaton the pathology nature in the 
region of interest

The DSS is an automated computer system helping 
the operator to analyze and report difficult imaging 
findings.

Randomly or poorly structured medical diagnos-
tic information in traditional sources, could create dif-
ficulties.

The DSS tries to minimize efforts in the analysis 
of information on the nature of the pathology in the 
region of interest by processing MRI and CT images. 
The following tasks are intended:
•• analysis of the training sample of various 

features of pathologies on the basis of machine 
learning algorithms;

•• expert evaluation of an arbitrary set of features 
based on the obtained algorithms of machine 
learning;

•• restoration of missing features;
•• explanation of the process of obtaining the final 

result.
The decision supporting system concerning the 

character of the pathology in the region of interest is 
one of the modules of the tool, working with different 
areas of interest. Here is an example of the work of 
the system, considering the lungs as an region of 
interest: 

A sample group of 96 patients was used to train 
the system. Each patient is characterized by quan-
titative, nominal and resultant characteristics, exam-
ples of which are given in Figures 1 to 3. The total 
number of symptoms was depending on the values 
of the analyzed features, each of the patients be-
longed to one of 5 groups:
•• cancer;
•• innocent appearance;
•• sarcoidosis;
•• tuberculosis;
•• pulmonary fibrosis.
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Fig. 3. Example of the 
resulting features

Fig. 1. An example of a 
quantitative features

Fig. 2. An example of a 
nominal features
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The machine learning algorithms are Decision 
Tree, Random Forest. The accuracy is estimated us-
ing the SVM method [19].

The considered part of the developed decision 
supporting system defines t to which of the 5 groups 
of lung pathologies a patient belongs according the 
set of features.

Assessment of borderlines of pathology area 
by automatic detection of cerebral glioma 
borders, based on MRI and CT imaging

The development of the model is related to diag-
nostic problems in imaging of oncological diseases. 
The structural complexity of tumors, the limitations 
of some modern methods in the image formation, 
processing and analyzing limits the planning of the 
surgical tumor removal. 

A shortage of primary information, backed up by 
visualization, reduces the possibility of total resec-
tion of tumors, which can lead to their recurrence. An 
analysis model is developed taking into account the 
structural features of brain gliomas.

The input data are CT and MRI digital images, 
generated as discribed by Гонсалес Р. Вудс, Р [17]. 
Upon the problem to solve, under the digital image 
we mean a matrix of the size M x N of the form:

The right side of this equality is by definition a 
digital image. Each element of the matrix is called 
a pixel.

The initial stages of image processing is its cor-
rection, by applying various masks, filters, linear 
transformations, etc., discribed by Гонсалес Р. Вудс, 
Р [17]. As the input data are CT, MRI images, the 
choice of the initial stages of image processing is 
based on the properties of the type of images [18], 
namely:

•• images have low resolution and high degree of 
noisiness;

•• the „partial volume“ effect complicates the ex-
act determination the borderlines.

Property of correlation of signal to noise is gov-
erned by formula

where S – average signal value; δ – standard devia-
tion of background signal.

Consequently, the following stages of preliminary 
image processing were selected.

Background removal

The average value of the non-uniform background   
the image L, is calculated, since it is assumed that the 
image of interest is located in the center of the frame

where ni- the value of the background in the i-th ele-
ment of the resolution along  the perimeter of the 
image.
The summation in (3) occurs only along the perim-
eter of the rectangular image. Next, the evaluation of 
the filtered image is formed according to the follow-
ing rule

When applying this filter two or three times to an im-
age, almost the entire additive background is elimi-
nated.

Increase definition

The processed mage by the formulas (3), (4), under-
goes the Fourier transformation [17] and the transi-
tion to the spatial frequency domain  F ( ) . Than, 
an increase in high spatial frequencies is made, by 
raising the obtained spectrum to a power whose ex-
ponent α is in the range. (0 … 1). This the procedure 
can be written as follows:

Then the inverse Fourier transform of Fk+1 ( ) and an 
image with clearly defined details is obtained.

Wiener filter

Wiener filters amplify the intensity of the signal from 
detected focal changes, which permits to increase 
the accuracy of segmentation of pathological chang-
es. This method is less susceptible to interference. 
Information on the spectral densities of image power 
and noise is used.
Spectral density of signal is governed by correlation

(1)

(2)

(3)

(5)

(4)
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where     –  autocorrela-
tion function.
Relative spectral density of signal is governed by 
correlation

where   – cross-correla-
tion.
In the construction of Wiener filter, the task is to mini-
mize the standard deviation of the processed image 
from the object

where  – expectation function.
By converting these expressions, it can be shown 
that the minimum is reached when the transfer func-
tion is determined by the following expression

If there isn’t noise on the image, then spectral den-
sity of noise function is 0 and Wiener filter turns into 
a normal reverse filter.

At this step, the original image acquires an im-
proved visual representation, while its processing is 
automatic and with minimal loss of information about 
the original image.

The next stages are image segmentation and 
fractal analysis, reflecting the main specificity of the 
model being developed.

The formal presentation of solved at this stage of the 
subtasks.
Designations:

  array of all pixels of the image;

 a subarray of pixels that meet the seg-
mentation criteria
a subarray of pixels that meet the  
criteria for fractal growing regions
segmentation operation over a array 

operation of fractal growth of regions 
over array of 
array of clusters obtained after the pro-
cedure 
array of region, obtained after the pro-
cedure 

The subtask of the segmentation of the original im-
age has the form:

where  − array of criteria f or the segmentation 
method .

The subtask of fractal growing of regions has the 
form:

where  – array of criteria for growing a fractal region.
Subtask definition of the segmentation error and the 
memorization of new characteristics of regions that 
meet the criteria. Formally, represent

Then, the segmentation in the first step performs 
with an error found by estimating the difference be-
tween the boundaries of clusters and fractal regions. 
It is necessary to memorize the new features of H, 
Q and return to step 1, but already having additional 
counted feature to perform a new iteration of seg-
mentation.
The described sub-task of the segmentation must be 
performed automatically, without entering additional 
conditions and static criteria. In this case, at the out-
put must be a clustered image, each cluster of which 
stores information about the pixels belonging to it, 
such as: the intensity of the pixel signal, knowledge 
about neighboring pixels, the pixels on the bounda-
ries. Clustered image decomposition at this stage is 
the preparation to fractal growth of regions from the 
center of mass of automatically defined clusters.
Given the specificity of the proposed solution, we 
use the algorithm for clustering fuzzy k-means [21]. 
Fuzzy clustering consists in finding a fuzzy partition 
of the elements of the investigated set of elements 
into T fuzzy clusters and the corresponding values of 
the membership functions. The membership function 
indicates the degree of certainty that the elements 
of a certain set belong to a given fuzzy set and must 
satisfy the condition

where  – analyzed image.
i

(6)

(7)

(8)

(9)

(10)
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The data matrix is formed from the attribute value 
vectors:

               
The statement of the problem of fuzzy cluster analy-
sis is formed in this way: on the basis of the initial 
data D, define a fuzzy partition of the set A into a giv-
en number of fuzzy clusters, at which the extremum 
of some objective function is achieved among all the 
fuzzy partitions.
Additional conditions are imposed on the member-
ship function normalization:

where  – number of clusters,  > 1, - absence 
of empty clusters.
For each fuzzy cluster, the q-dimensional vectors of 
the cluster center are introduced

each component of which is determined in accordance 
with the equation:

where  – exponential weight.
The objective function is sum of squares of the 
weighted deviations of the coordinates of the clus-
tering objects from the centers of the desired fuzzy 
clusters:

The task of an indistinct clustering is to find the ma-
trix U function values of accessory of a clustering ob-
jects to indistinct clusters, that providing a minimum 
of target function (12).
The specificity of the proposed solution is to use the 
fractal cluster estimation model to reduce the seg-
mentation error. In this case, it is necessary for each 
cluster obtained to determine the characteristics of 

the local fractal model, to grow the region from the 
center of the cluster, taking into account new fea-
tures, to estimate the degree of divergence of the 
cluster and region boundaries, and to conduct the 
repeated segmentation taking into account new in-
formation about the texture.
In Zhuang and Meng, Q. paper [15], an algorithm 
for image segmentation using fractal dimension is 
proposed, using wavelet-decomposition coefficients. 
This method uses a feature vector composed of frac-
tal dimension estimation in 3 directions (horizontal, 
diagonal and vertical) and several levels (1-3) of 
wavelet decomposition. Since we are working with 
discrete signals, there are a finite number of scale 
values on which it is possible to calculate the esti-
mate of the fractal dimension. Thus, the sequence 
of values obtained at different resolution levels and 
orientations is used as a feature vector for the image 
region under study.
For each element of the image (cluster), the follow-
ing formula was used

where  - image window, surrounding pix-
el  inside the cluster, representing the func-
tion, for which the fractal dimension is calculated;  

 - levels of decomposition (reso-
lution) of the discrete wavelet transformation of the 
cluster, ;  
-wavelet - image coefficients;  - constant.
The estimation of the fractal dimension, calculat-
ed by formula (13) in this article using the wavelet 
transform, is used to form a multidimensional array 
of characteristics.
The growth of fractal regions occurs in the same way 
as described above for the cluster analysis algo-
rithm, taking into account the addition of new char-
acteristics to the matrix

               

The evaluation of the areas is obtained using the 
histograms of the clusters and regions obtained. If 

(11)

(12)

(13)
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the same element is the cluster, but its fractal dimen-
sion, differs from the elements of the region, then it 
is necessary to take this difference into account. The 
procedure is repeated for each element. An array of 
new features of the elements is formed.

At the last iteration of the proposed algorithm, we 
get a final set of clusters and calculated fractal sizes 
for each cluster.

Having constructed a histogram of the final pro-
cessed and analyzed image, the cluster describing 
the region of glioma is defined as part of a histogram 
with an uncharacteristic fractal distribution.

New approaches in the analysis of digital 
chest roentgenogram

The radiogram is widely used as first method to de-
tect thorax lesions. It is used as well in screening 
population. Efficient detection of pathology by chest 
radiogram is essential. Some technical disadvantag-
es allow visualization limitations.

The purpose of the study is to improve the quality 
of the analysis, by introduction of new metrics for as-
sessment medical X-ray image, as well a model inde-
pendent from nosology.  In the model, the new met-
rics, is: value of fractal dimensionality of Minkowski 
and structural characteristics of the revealed classes 
of organs, tissues and their sets.
 Initially the image is dividedinto clusters by SLIC su-
perpixels method on a texture.

         

where	  - source image,

   – value of the source image pixels intensity

where	 - set of clusters,

 –  cluster of the textural objects received after split-
ting,  – quantity of clusters partition.

where  – element of cluster;  – quantity of cluster 
elements.

For the appeal to cluster elements, it is necessary 
to make their numbering. On all objects of one clus-
ter, comparing of objects in parameters of a texture 
and distribution of intensity is executed. One of the 
simplest approaches applied to the description of a 
texture consists in use of the statistical characteris-
tics determined by the histogram of intensity of all 
image or its area.

If the differences of the histogram of intensity and 
textural characteristics are above a maximum per-
missible norm, therefore, they are critical and the im-
age has pathological sections.

For calculation of Minkowski fractal dimensional-
ity the following next steps are observed:
•• object is covered by a square grid with cells of 

the known size;
•• the quantity of cells in a fragment of the 

researched object is counted;
Fig. 5. Glioma area separate from background

Fig. 4.  Segmentation

(14)

(15)

(16)
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Fig. 7. Application of the Slic Superpixel classifier

Fig. 6. Image filtering

•• couple of values “size (side length) of a cell“ 
– “quantity of the cells containing an object“ 
remain;

•• a grid is detailed - i.e. the size of cells 
decreases, and, respectively, the quantity of 
the cells containing an object increases;

•• a new couple of values remains;
•• the procedure of detailing repeats;
•• according to a method of computation of 

dimensionality of Minkowski, its value will 
be equal to slope of the regression line 
constructed on the plane on rows of log (N) 
and log(1/e) values and is calculated on a 
formula (17)

where  - the minimum number of sets with diam-
eter  which can cover the initial set [16].
•• after calculation comparing with critical is 

executed.

A method for analyzing MRI images based on 
values normalized by the Hounsfield scale was 
developed as well for quantitative evaluation of 
MRI images and binding to the intensity scale.  
Such a scale MRI images, then it was created ar-
tificially, based on the Hounsfield scale.

The evaluation of the MRI image is based on the 
signal intensity and aimed at separating the anatom-
ical structures from the difference in contrast, includ-
ing the detection of abnormalities by the increased 
or decreased signal value of the study region. In the 
MRI image, the brightness of each pixel is propor-
tional to the measured MR signal.

The resulting brightness (intensity) is relative and 
depends on the chosen pulse sequence and capture 
times. Therefore, the intensity values from one tis-
sue differ from study to study. The intensity of the 
zone of interest in MRI and CT was assessed col-
lectively, classified, and then the regression problem 
was solved.

Since the intensity values in the MRI images vary, 
with different protocol settings, it is necessary to pre-
sent the MRI intensity values of the image in a set of 
characteristics by calculating for each pixel the inten-
sity  in fractions relative to the average intensity 
obtained from the fat in this image:

Values of  are the same for tissues of the same 
nature on different T2-weighted MRI images, i.e. ob-
tained at different capture times and magnetic field 
forces.
Comparing together the values of the Hounsfield 
scale on the CT images and the intensity of the MRI 
images in each region, a set of pairs of values (x, y) 
were obtained, where x is the image  MRI value 
and y is the corresponding CT value, for further cal-
culation of the regression in according to the select-
ed analog.

To describe the complex forms of the distributions 
of the resulting pairs of values, we use the equation 
of the generating model of mixture distribution [16]:

where  – likelihood function of the k-th 
component;

 – eight of the k-th component of the model; 
 – vector of distribution parameters.

(17)

(18)

(19)
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Fig. 8. Regression of values

Parameter   where  – expected 
value,  – covariancematrix. Using a mixture of 
distribution will allow us to describe complex forms 
of distribution of pairs of values. As a function of the 
distribution density, the Gaussian distribution func-
tion (20) is used in the mixture model, and the mix-
ture model is called the Gaussian mixture.

where  – correlation coefficient.

When the mixture is separated, the parameters θ 
and w are selected, so as to achieve the maximum 
likelihood function. To estimate the parameters, we 
use the EM algorithm [9], consisting of two stages:

1 parameter estimation:

where  – the  vector of values  in the sample,
 – vector number in the sample, 
 – mixture component number. 2 selection 

of parameters: 

After evaluating the parameters for given pairs of 
values, equation (8) can be used for regression. For 
this, we represent the two-dimensional density dis-

tribution function as the product of the conditional 
density y and the density x and express the condi-
tional density y:

Equation (13) in the following view:

where

The assumed value in units of the Hounsfield scale 
from the given value of the MRI intensity can be ob-
tained as a conditional mean:

 
where

Thus, using the Gaussian mixture, the values 
of the covariance matrix and the probability weight 
were obtained, for the initial data set. Using them 
in equation (13), we get the value of the Hounsfield 
scale for a given x (the value of the MRI intensity).

(20)

(21)

(22)

(23)

(25)

(26)

(27)

(28)

(24)
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Color mapping is one of the methods that func-
tion in a program for processing medical images.

To solve the problems of visualization and analy-
sis of the structural features of the tissues of indi-
vidual organs and areas of interest, the color map 
method, which does not have a binding to the origi-
nal „windows“ was used.

This palette was obtained by us through analyti-
cal and experimental studies aimed at detecting den-
sitometric indicators of various organs and tissues..

The analytical study was carried out on the basis 
of scientific works devoted to the review of patholo-
gies of various organs, tissues and structures. These 
works included a densitometric analysis of areas of 
interest in the normal and pathological state.

Thus, information on the ranges of density values 
in Hounsfield units was accumulated and analyzed.

In the study, a number of studies were analyzed 
and mean values (HU) were revealed for a number 
of anatomical structures [1-5, 7, 10, 12-14]. The re-
sults for the 3 areas of interest are shown in Tabl. 1:

Tabl. 1.

ROI Mean (HU) SD Mean (SD)

Lungs - 861,706 47,94909 50,552

Liver 53,4333 7,309811 18,075

Kidneys 33,39091 13,2665 8,66667

Then, an experimental study was performed dur-
ing which the areas of interest of CT studies (n = 
32) provided by various medical institutions were 
analyzed and evaluated. The measurements were 
taken from images of different quality of various CT 
devices that lack hardware artifacts and areas of in-
creased contrast (distortion due to high-density ob-
jects, such as metal structures) in freely distributed 
3DSlicer software. The results for the 3 areas of in-
terest are shown in Tabl. 2.

Tabl. 2

ROI Значение (HU) SD Mean(SD)

Lungs - 853,1 39,25851 76,08

Liver 59,124 6,779891 24,1394

Kidneys 39,11 42,88443 32,5875

The resulting samples of mean values were ana-
lyzed for similarity. As a result of the analysis, the 
characteristics of the samples compared to the mean 
values coincide at the significance level p <0.05. In 
this case, the samples consisting of the root-mean-
square deviations coincide only with the significance 
level p <0.1.

The results of the comparison suggest that there 
is no significant similarity between the values ob-
tained analytically and experimentally. In this case, 
the data obtained by experimental means are homo-
geneous, and the sample has a normal distribution.

Based on the experimental data obtained in a 
single methodology, an information system for the 
automated analysis of pathological changes was de-
veloped. X-ray density values were used to obtain 
a color map. Each grayscale pixel was assigned a 
color value (RGB), based on the generated color 
map. The goal was not just the coloring of the ana-
tomical structure, but the use of color in order to em-
phasize the gradients between healthy and affected 
tissue. Thus, for each zone of interest, it became 
possible to obtain a quasi-histological visualization 
taking into account healthy/diseased tissue.

An example of the program‘s work on the „Liver“ 
area of interest is shown in the figures 9 –10.

Fig. 10. Diseasedliver tissue

Fig. 9. Healthy liver tissue
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Thus, a new tool in interpreting data obtained 
from digital medical images is proposed. The , in-
vestigation was performed together with medical 
experts of different profile: radiologists, pulmonolo-
gists; neurosurgeons.

At this stage, the tool „Рathology analyzer of hu-
man tissues“ has many potentials for the develop-
ment and optimizing of existing subsystems and the 
creation of new ones to cover other areas of medical 
imaging.
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